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Behavioral Game Theory ElementaryNet

Behavioral game theorists develop models that predict the We introduce a new architecture based on elementary models, a family of models which

distribution of human play in arbitrary normal-form games are provably incapable of representing strategic behavior
(Wright and Leyton-Brown, 2022)
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Other models aim purely for performance: O 5
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e.g., GameNet uses a neural network to model “level-0" play
(Hartford et al., 2016)
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